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Summary

Examples are not Enough, Learn to Criticize! Criticism for Interpretability
Been Kim, Rajiv Khanna, Oluwasanmi O. Koyejo
NIPS 2016.

Given a big dataset, want to do 2 things:

1 Summarize: Find typical examples = prototypes. Majorities.

2 Criticize: Find atypical examples that are not covered by the
prototypes. Minorities.

Many existing works focus on only [1] e.g., K-medoid, set cover.

Main message: [2] is also important.

Use kernel MMD as the objective.

(Some slides are stolen from Been Kim.)
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Understanding data through examples
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Maximum Mean Discrepancy (MMD)

k : a kernel associated with RKHS H s.t. k(x ; y) = h�(x ); �(y)iH.

Two sets of samples: X = fxig
n
i=1 � P , Z = fzigmi=1 � Q .

Empirical MMD:

MMD2(X ;Z ) =
 1n

nX
i=1

�(xi )�
1
m

mX
j=1

�(zj )


2

H

=
1
n2

nX
i ;j=1

k(xi ; xj )�
2

nm

nX
i=1

mX
j=1

k(xi ; zj ) +
1

m2

mX
i ;j=1

k(zi ; zj ):

Summarization: Choose subset indices S � f1; : : : ;ng to minimize
MMD2(X ;XS). (Cf. kernel herding).

� Pick jSj = m points to preserve the moments as defined by �(�).
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Proposal: MMD-critic for Prototypes

Given X = fxig
n
i=1, define a maximization objective Jb(S)

Jb(S) =
1
n2

nX
i ;j=1

k(xi ; xj )�MMD2(X ;XS )

=
2

n jSj

nX
i=1

X
j2S

k(xi ; xj )

| {z }
relevancy

�
1
jSj2

X
i2S

X
j2S

k(xi ; xj )

| {z }
redundancy

1
n2

Pn
i ;j=1 k(xi ; xj ) is constant. Added so that Jb(;) = 0 (“normalized”).

Select m� prototypes by (discrete optimization)

max
S�f1;:::;ng;jSj�m�

Jb(S):
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Optimization Guarantees

Def : F (S) is normalized if F (;) = 0.
Def : F (S) is monotonic if U � V � f1; : : : ;ng implies F (U) � F (V).
Def : F (S) is submodular if for all U;V � f1; : : : ;ng;

F (U [ V) + F (U \ V) � F (U) + F (V):

Will show that Jb(S) is monotonic, submodular under some conditions.
Then, use greedy forward search. At each iteration t ,

St+1 = St [ farg max
u2f1;:::;ngnSt

Jb(St [ fug)g:

Theorem (Nemhauser et al. (1978))
If F is normalized, monotonic, submodular, then the greedy approach
achieves at least (1� e�1)maxjSj�m�

F (S).
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Variational View of MMD

MMD(P ;Q) =

EX�P [�(X )]� EY�Q [�(Y )]


H

= sup
f 2H;kf k�1

EX�P [f (X )]� EY�Q [f (Y )]:

arg sup is the witness function:

f (x ) = EX 0�P [k(x ;X 0)]� EY 0�Q [k(x ;Y 0)]:

f (x ) > 0 in high density areas of P .
f (x ) < 0 in high density areas of Q .
Magnitude jf (x )j indicates the density difference at x .

For our purpose, the empirical witness associated with MMD(X ;XS):

f (x ) =
1
n

nX
i=1

k(x ; xi )�
1
jSj

X
j2S

k(x ; xj ):
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MMD-critic for Criticisms

Criticisms of S are points with high magnitude of the witness f

C = arg max
C�f1;:::;ngnS;jCj<c�

L(C) + log detKC;C

L(C) =
X
l2C

jf (xl)j =
X
l2C

������
1
n

nX
i=1

k(xi ; xl)�
1
jSj

X
j2S

k(xj ; xl)

������ :

Regularizer log detKC;C is high when fxlgl2C are diverse.

L(C) + log detKC;C is sub-modular. Greedy optimization.

The whole procedure gives summary points S, and criticisms C.
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Quality of the Prototypes

Find prototypes of USPS handwritten digits.

Gaussian kernel: k(xi ; xj ) = exp
�
�kxi � xj k

2�.
Use 1-NN (nearest prototype) classification error as the quality
measure.

Let yi 2 f1; : : : ; 10g be the class label of xi .

Given x̂ , the nearest prototype classifier predicts yi� , where

i� = argmin
i2S

k�(x̂ )� �(xi )k
2
H = argmin

i2S
k(x̂ ; xi ):
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Performance on USPS Data
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Figure 1: Classification error vs. number of prototypes m = |S|. MMD-critic shows comparable
(or improved) performance as compared to other models (left). Random subset of prototypes and
criticism from the USPS dataset (right).

implementation of K-medoids. Figure 1(left) compares MMD-critic with global and local kernels,
to the baselines for different numbers of selected prototypes m = |S|. Our results show comparable
(or improved) performance as compared to other models. In particular, we observe that the global
kernels out-perform the local kernels2 by a small margin. We note that MMD is particularly effective
at selecting the first few prototypes (i.e. speed of error reduction as number of prototypes increases)
suggesting its utility for rapidly summarising the dataset.

Selected Prototypes and Criticism: Fig. 1 (right) presents a randomly selected subset of the
prototypes and criticism from the MMD-critic using the local kernel. We observe that the prototypes
capture many of the common ways of writing digits, while the criticism clearly capture outliers.

5.2 Qualitative Measure: Prototypes and Criticisms of Images

In this section, we learn prototypes and criticisms from the Imagenet dataset (Russakovsky et al.,
2015) using image embeddings from He et al. (2015). Each image is represented by a 2048 dimensions
vector embedding, and each image belongs to one of 1000 categories. We select two breeds of one
category (e.g., Blenheim spaniel) and run MMD-critic to learn prototypes and criticism. As shown
in Figure 2, MMD-critic learns reasonable prototypes and criticisms for two types of dog breeds. On
the left, criticisms picked out the different coloring (second criticism is in black and white picture),
as well as pictures capturing movements of dogs (first and third criticisms). Similarly, on the right,
criticisms capture the unusual, but potentially frequent pictures of dogs in costumes (first and second
criticisms).

5.3 Quantitative measure: Prototypes and Criticisms improve interpretability

We conducted a human pilot study to collect objective and subjective measures of interpretability
using MMD-critic. The experiment used the same dataset as Section 5.2. We define ‘interpretability’
in this work as the following: a method is interpretable if a user can correctly and efficiently predict
the method’s results. Under this definition, we designed a predictive task to quantitatively evaluate
the interpretability. Given a randomly sampled data point, we measure how well a human can predict
a group it belongs to (accuracy), and how fast they can perform the task (efficiency). We chose this
dataset as the task of assigning a new image to a group requires groups to be well-explained but does
not require specialized training.

We presented four conditions in the experiment. 1) raw images condition (Raw Condition) 2)
Prototypes Only (Proto Only Condition) 3) Prototypes and criticisms (Proto and Criticism Condition)
4) Uniformly sampled data points per group (Uniform Condition). Raw Condition contained 100
images per species (e.g., if a group contains 2 species, there are 200 images) Proto Only Condition,
Proto and Criticism Condition and Uniform Condition contains the same number of images.

2 Note that the local kernel trivially achieves perfect accuracy. Thus, in order to measure generalization
performance, we do not use class labels for local kernel test instances i.e. we use the global kernel instead of
local kernel for test instances – regardless of training.

7

MMD-local: Use exp(�kxi � xj k
2)[yi = yj ]. Supervised kernel to find

the prototypes.

MMD-global: Use the usual Gaussian kernel.

PS: Prototype Selection of Bien and Tibshirani, 2011.

Features = raw pixels.
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Qualitative Measure: Prototype and Criticisms

Two types of dog breeds from Imagenet.

Features = image embeddings from He et al., 2015.

Figure 2: Learned prototypes and criticisms from Imagenet dataset (two types of dog breeds)

We used within-subject design to minimize the effect of inter-participant variability, with a balanced
Latin square to account for a potential learning effect. The four conditions were assigned to four
participants (four males) in a balanced manner. Each subject answered 21 questions, where the first
three questions are practice questions and not included in the analysis. Each question showed six
groups (e.g., red fox, kit fox) of a species (e.g., fox), and a randomly sampled data point that belongs
to one of the groups. Subjects were encouraged to answer the questions as quickly and accurately
as possible. A break was imposed after each question to mitigate the potential effect of fatigue. We
measured the accuracy of answers as well as the time they took to answer each question. Participants
were also asked to respond to 10 5-point Likert scale survey questions about their subjective measure
of accuracy and efficiency. Each survey question compared a pair of conditions (e.g., Condition A
was more helpful than condition B to correctly (or efficiently) assign the image to a group).

Subjects performed the best using Proto and Criticism Condition (M=87.5%, SD=20%). The
performance with Proto Only Condition was relatively similar (M=75%, SD=41%), while that with
Uniform Condition (M=55%, SD=38%, 37% decrease) and Raw Condition (M=56%, SD=33%, 36%
decrease) was substantially lower. In terms of speed, subjects were most efficient using Proto Only
Condition (M=1.04 mins/question, SD=0.28, 44% decrease compared to Raw Condition), followed
by Uniform Condition (M=1.31 mins/question, SD=0.59) and Proto and Criticism Condition (M=1.37
mins/question, SD=0.8). Subjects spent the most time with Raw Condition (M=1.86 mins/question,
SD=0.67).

Subjects indicated their preference of Proto and Criticism Condition over Raw Condition and
Uniform Condition. In a survey question that asks to compare Proto and Criticism Condition and
Raw Condition, a subject added that “[Proto and Criticism Condition resulted in] less confusion
from trying to discover hidden patterns in a ton of images, more clues indicating what features are
important". In particular, in a question that asks to compare Proto and Criticism Condition and
Proto Only Condition, a subject said that “The addition of criticisms made it easier to locate the
defining features of the cluster within the prototypical images". The humans’ superior performance
with prototypes and criticism in this preliminary study shows that providing criticisms together with
prototypes is a promising direction to improve the interpretability.

6 Conclusion

We present the MMD-critic, a scalable framework for prototype and criticism selection to improve
the interpretability of complex data distributions. To our best knowledge, ours is the first work which
leverages the BMC framework to generate explanations. Further, MMD-critic shows competitive
performance as a nearest prototype classifier compared to to existing methods. When criticism is
given together with prototypes, a human pilot study suggests that humans are better able to perform a
predictive task that requires the data-distributions to be well-explained. This suggests that criticism
and prototypes are a step towards improving interpretability of complex data distributions. For future
work, we hope to further explore the properties of MMD-critic such as the effect of the choice of
kernel, and weaker conditions on the kernel matrix for submodularity. We plan to explore applications
to larger datasets, aided by recent work on distributed algorithms for submodular optimization. We
also intend to complete a larger scale user study on how criticism and prototypes presented together
affect human understanding.

8
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a new data point group 2group 1

Eval3 

Pilot study with human subjects
• Definition of interpretability: A method is interpretable if a user can 

correctly and efficiently predict the method’s results. 

• Task: Assign a new data point to one of the groups using 1) all images 
2) prototypes 3) prototypes and criticisms 4) small set of randomly 
selected images
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Some Questions

What happens when there is no log detKC;C?

Quantify the effect of the image embeddings from He et al., 2015.

There are only 3-4 human subjects.

Possible to do a continuous optimization without selecting a subset?
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Lemma 1: Jb(S) Is Linear in K

Let K 2 Rn�n such that kij = k(xi ; xj ).

Prototype objective:

Jb(S) =
2

n jSj

nX
i=1

X
j2S

k(xi ; xj )�
1
jSj2

X
i2S

X
j2S

k(xi ; xj )

=
2

n jSj

nX
i=1

nX
j=1

[j 2 S]k(xi ; xj )�
1
jSj2

nX
i=1

nX
j=1

[i 2 S][j 2 S]k(xi ; xj )

=
nX

i=1

nX
j=1

�
2

n jSj
[j 2 S]� [i 2 S][j 2 S]

�
kij

=
nX

i=1

nX
j=1

aij (S)kij := hA(S);K i ;

Matrix inner product: hA;Bi =
P

i
P

j aij bij .

18/20



Theorem 2.1: Monotone Linear Forms

Given H 2 Rn�n s.t. 0 � hij � h� where h� := maxi ;j hij > 0.

Define E 2 f0; 1gn�n s.t. eij = [hij = h�].

Define F (B ; S) := hA(S);Bi.

Let m := jSj. Define

�(n ;m) =
F (E ; S [ fug)� F (E ; S)

F (1� E ; S)
;

for all u 2 S.

If for all i ; j s.t. [hij 6= h�], for all m 2 f0; : : : ;ng, hi ;j � h��(n ;m),
then F (H ; S) is monotone.

A similar statement to guarantee that F (H ; S) is submodular.
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(Corollary) Monotone Submodularity for MMD

Assume

1 K is s.t., kij � 0.

2 ki ;i = k� > 0 for all i 2 f1; : : : ;ng.

3 K is diagonally dominant i.e.,
P

j 6=i jki ;j j < jki ;i j for all i .

4 ki ;j �
k�

n3+2n2�2n�3

Then, Jb(S) is monotone submodular.

For a fixed n , and ki ;j = exp
�
�kxi � xj k

2�, there exists  such that
(3), (4) are satisfied.

What if n is very large?
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Questions?

Thank you

21/20


	Appendix

